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a b s t r a c t 

Mild cognitive impairment (MCI) conversion prediction, i.e., identifying MCI patients of high risks converting to 

Alzheimer’s disease (AD), is essential for preventing or slowing the progression of AD. Although previous studies 

have shown that the fusion of multi-modal data can effectively improve the prediction accuracy, their appli- 

cations are largely restricted by the limited availability or high cost of multi-modal data. Building an effective 

prediction model using only magnetic resonance imaging (MRI) remains a challenging research topic. In this 

work, we propose a multi-modal multi-instance distillation scheme, which aims to distill the knowledge learned 

from multi-modal data to an MRI-based network for MCI conversion prediction. In contrast to existing distillation 

algorithms, the proposed multi-instance probabilities demonstrate a superior capability of representing the com- 

plicated atrophy distributions, and can guide the MRI-based network to better explore the input MRI. To our best 

knowledge, this is the first study that attempts to improve an MRI-based prediction model by leveraging extra 

supervision distilled from multi-modal information. Experiments demonstrate the advantage of our framework, 

suggesting its potentials in the data-limited clinical settings. 
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. Introduction 

Mild cognitive impairment (MCI) is a transitional stage between

ognitively normal and dementia ( Petersen, 2004 ). In each year,

round 10%-15% of MCI patients convert to AD ( Mitchell and Shiri-

eshki, 2008 ), while the other MCI patients tend to remain stable,

evelop other forms of dementia, or even revert to normal cognition

 Pandya et al., 2016 ). The therapeutic interventions are thought to be

easible for MCI before it progressing to the irreversible AD ( Carretti

t al., 2013; Sherman et al., 2017; Yao et al., 2020 ). Therefore, it is

f great importance to identify the MCI patients who have high risk

f converting to AD, allowing early treatments to prevent or delay the

rogression of the disease. 

The AD process is associated with plaques and neurofibrillary tan-

les in the brain ( Ballard et al., 2011 ). AD-related neuropathology can

e identified via a series of factors several years before AD clinical

anifestation ( Ewers et al., 2011; Hampel et al., 2018; Reiman et al.,

010; Teipel et al., 2018 ). For example, MRI detects grey matter volume

hanges caused by gross neuronal loss and atrophy ( Ewers et al., 2011 ).

nd the E4 variant of apolipoprotein E (APOe4) is the main susceptibil-

ty gene for Alzheimer’s disease ( Corder et al., 1993; Genin et al., 2011;

oses, 1996 ). Multi-modal data, including imaging and non-imaging

linical data, provide rich and complementary information about the
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isease. Previous studies have identified some genetic basis of pheno-

ypic neuroimaging markers ( Shen et al., 2010 ), and brain imaging has

evealed correlations between brain structure and cognition in AD and

CI ( Braskie and Thompson, 2013 ). Based on these findings, extensive

omputer-aided diagnosis (CAD) studies have demonstrated that em-

loying multi-modal data can largely improve the performance of AD

iagnosis and MCI conversion prediction ( Liu et al., 2017; Moradi et al.,

015; Qiu et al., 2020; Spasov et al., 2019; Zhou et al., 2019; Zhu et al.,

019 ). However, it is difficult to meet the setting of multi-modal data

n practice, because the medical data of some certain modalities are of

igh cost or limited availability. The requirement of multi-modal data

estricts the applicability of the above multi-modal based CAD methods

 Liu et al., 2017; Moradi et al., 2015; Qiu et al., 2020; Spasov et al.,

019; Zhou et al., 2019; Zhu et al., 2019 ). 

MRI is non-invasive without using ionizing radiation. The compara-

ively low cost makes MRI be widely applied in the clinical practice. In

ecent years, MRI-based CAD methods have achieved promising per-

ormance in AD diagnosis ( Bron et al., 2015; Lian et al., 2018; Liu

t al., 2016; 2018 ). However, since the disease-related patterns in MCI

rains are more subtle than those in AD brains ( Driscoll et al., 2009 ),

CI conversion prediction appears to be a more challenging task ( Lian

t al., 2018; Liu et al., 2016; 2018; Pan et al., 2020 ). Compared with

ulti-modal based CAD methods ( Lin et al., 2018; Moradi et al., 2015;
.edu.au (D. Tao). 
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Fig. 1. The schematic of the proposed framework. The teacher network takes MRI and clinical data as input. The student network is only fed with MRI images. 

Knowledge is encoded and transferred in the form of probabilistic outputs of multi-instances. Abbreviations: APOe4, Apolipoprotein E; CDRSB, Clinical Dementia Rat- 

ing Sum of Boxes; ADAS, Alzheimer’s disease Assessment Scale; RAVLT, Ray Auditory Verbal Learning Test; BCE-Loss: binary cross-entropy loss; KD-Loss: knowledge 

distillation loss. 
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an et al., 2020; Spasov et al., 2019 ), existing MRI-based methods usu-

lly perform worse in MCI conversion prediction ( Lian et al., 2018; Liu

t al., 2016; 2018 ). This suggests that when merely using MRI data, ex-

racting disease-related features from MCI brain images is difficult. To

chieve better prediction performance, a CAD algorithm has to extract

ne-grained features that contain more information about the disease

atterns and less disease-irrelevant information. 

Knowledge distillation is typically used to transfer knowledge from

 larger teacher network to a small student network ( Gou et al., 2020;

inton et al., 2015; Ruffy and Chahal, 2019 ). Similarly, the knowledge

earned by a teacher from privileged data can also be transferred to

 student without accessing that data ( Lopez-Paz et al., 2016; Vapnik

nd Izmailov, 2015 ). For a classification task, the relative probabilities

f incorrect classes provide the knowledge that guides the student net-

ork to generalize ( Hinton et al., 2015 ). By minimizing the Kullback

eibler (KL) divergence between the outputs of a teacher and a student,

he student receives extra supervision beyond the conventional training

oss. However, for a binary classification problem like MCI conversion

rediction, the output probabilities of a teacher network are not suffi-

iently informative for a student to mimic ( Shen et al., 2016 ), since the

elationship between classes is not leveraged ( Tang et al., 2020 ). Mean-

hile, the gap between data of different modalities raises the challenge

f how to transfer knowledge from a multi-modal teacher network to an

RI-based student network. 

In this paper, instead of directly using the multi-modal data for MCI

onversion prediction, we propose a novel multi-modal multi-instance

istillation (M3ID) method for achieving better MRI-based prediction.

he schematic diagram of our framework is shown in Fig. 1 . We per-

orm knowledge transfer between a multi-modal teacher network (using
2 
ulti-modal data as input) and a single-modal student network (using

nly MRI as input). Specifically, multi-modal data include MRI and non-

maging clinical data. Different from existing distillation methods, we

evise a probabilities matching scheme regarding multi-instances: we

se the KL-Divergence to reduce the distance between the teacher’s and

he student’s probabilistic estimates of multi-instances. Specifically, we

artition each MRI scan into multiple 3D image patches, which make

ndividual instances. The probability estimates of multi-instances are

btained by feeding the networks with image patches, and used as the

xtra supervision for the student network. Thus, the student is guided

o mimic the teacher’s modeling of subtle disease patterns and achieve

etter prediction performance. Overall, we forge a connection between

nowledge distillation and multi-instance learning . Based on this connec-

ion, we are able to leverage knowledge learned from multi-modal data

o improve the MRI-based model’s performance. We conducted exper-

ments on three datasets for MCI conversion prediction. Experimental

esults demonstrate our framework’s superior prediction performance. 

Our contributions are summarized as follows: 

1. This is the first study that aims to improve the MRI-based predic-

tion of MCI conversion by leveraging extra supervision distilled from

multi-modal information; 

2. Our work facilitates the clinical practices where multi-modal data

are available for model training and only MRI data are used for test-

ing; 

3. We present a multi-instance-based knowledge distillation scheme,

and the experiments on three independent datasets demonstrate the

advantage our proposed scheme; 
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1 Data used in this paper were obtained from the Alzheimer’s Disease 

Neuroimaging Initiative (ADNI) dataset ( adni.loni.usc.edu ) and the Aus- 

tralian Imaging Biomarkers and Lifestyle Study of Aging (AIBL) database 

( www.aibl.csiro.au ). As such, the investigators within the ADNI and AIBL con- 

tributed to the design and implementation of ADNI and AIBL and/or provided 

data but did not participate in analysis or writing of this report. A complete 

listing of ADNI investigators can be found at: online 
4. Our framework can generate heat-maps on the basis of image patches

for visual interpretation. 

The rest of the paper is organized as follows. In Section 2 , we re-

iew related works. In Section 3 , we introduce the studied datasets, and

ur new method. In Section 4 , we evaluate the proposed method. In

ection 5 , we compare our method with previous methods and discuss

he limitations of the current study. In Section 6 , we conclude this work.

. Related work 

.1. Knowledge distillation 

Knowledge distillation aims to train a student network under the

uidance of a trained teacher network. With additional knowledge be-

ond the usual data supervision ( e.g., annotations), the student can be

etter optimized. The pioneering knowledge distillation work proposed

y Hinton et al. (2015) minimizes the Kullback-Leibler (KL) divergence

etween output probabilities of a teacher and a student network. The rel-

tive probabilities of incorrect classes convey useful information about

ow a teacher tends to generalize. This distillation strategy is simple

et effective, and has been used in various applications ( Gou et al.,

020 ). Some other methods transfer knowledge by representation mim-

cking. FitNets ( Romero et al., 2014 ) matches the full feature maps be-

ween a teacher and a student. Attention transfer ( Zagoruyko and Ko-

odakis, 2017 ) attempts to match the spatial attention maps. Apart

rom directly matching a teacher’s representation, similarity preserving

 Tung and Mori, 2019 ) encourages a student to preserve the pairwise ac-

ivation similarities derived by a teacher network. Representation-based

istillation methods bypass the problem of few output classes conveying

imited knowledge. Although these representation-based methods have

chieved reasonable performance, their effectiveness has not been val-

dated when representations are generated from data of very different

odalities. 

Cross-modal knowledge transfer is an arising research topic of

nowledge distillation. Given a teacher network trained on the source

odality, the teacher’s knowledge is transferred to a student network

pplied on a different modality ( Gupta et al., 2016; Passalis and Tefas,

018 ). Knowledge transfer among different modalities enables effec-

ive utilizing of complementary information provided by multi-modal

ata. Do et al. (2019) propose a visual question answering method, in

hich a teacher model learns trilinear interactions from image-question-

nswer inputs, then transfers knowledge to a student model that learns

ilinear interactions from image-question inputs. Cross-modal distilla-

ion fits the scenarios where certain modalities of data or labels are not

vailable during the training or test stage. Dou et al. (2020) leverage

ross-modal distillation to address the unpaired multi-modal segmenta-

ion task. Li et al. (2020) exploit the modality-shared knowledge to fa-

ilitate image segmentation of the target-modality. Based on the above

tudies, we investigate the knowledge transfer from multi-modal data

o a single-modal disease prediction model. 

.2. Deep learning in AD diagnosis 

Recently, many deep learning-based methods are proposed for AD

iagnosis. MRI has the advantages of non-invasively capturing disease-

elated pathological patterns and common availability. Thus, a rela-

ively large amount of MRI data can be used for training deep learning-

ased AD diagnosis models. Liu et al. (2018) exploit anatomical land-

arks to develop an MRI-based deep learning model for AD classifica-

ion and MCI conversion prediction. Lian et al. (2018) propose an AD di-

gnosis network with integration of discriminative atrophy localization,

eature extraction and classifier construction. Lee et al. (2019) aim to

uild an interpretable diagnosis model by extracting regional abnormal-

ty representation from MRI. Despite all these efforts, multi-modal meth-

ds have always demonstrated a better diagnostic performance than the
3 
ingle-modal MRI-based methods. Spasov et al. (2019) devise a light-

eight network that takes a combination of MRI, cognitive measure-

ents, genetic, and demographic data as input, and achieved impressive

esults on MCI conversion prediction. Qiu et al. (2020) utilize multi-

odal inputs of MRI, age, gender, and Mini-Mental State Examination

core for training a deep learning model, and demonstrate the model’s

ffectiveness of AD diagnosis on several datasets. Pan et al. (2020) pro-

ose a diagnosis framework utilizing MRI and PET data, and achieve

romising results. However, these multi-modal methods seem to under-

tilize the MRI data, since the performance with the data other than

RI is already high. In practice, multi-modal medical data are hard to

et, leaving room for further improvement using only MRI data. 

.3. Multi-instance learning 

Multi-instance learning (MIL) tries to solve a weakly supervised

earning problem that each labelled bag in a training set contains multi-

le unlabelled instances ( Amores, 2013; Carbonneau et al., 2018 ). The

oal of MIL is to predict the class labels of unseen bags. Under the MIL

etting, a positive bag contains at least one positive instance, while all

nstances in a negative bag are negative. Compared with fully super-

ised learning methods, MIL reduces the annotation cost and fits many

eal-life applications. For example, by leveraging weakly labelled train-

ng videos, a deep multiple instance ranking framework is proposed for

nomaly detection in surveillance videos ( Sultani et al., 2018 ). A multi-

nstance deep learning method is developed to discover discriminative

ocal anatomies for bodypart recognition ( Yan et al., 2016 ). In the do-

ain of medical image analysis, obtaining pixel-level annotation costs

ery much. With MIL and the weak supervision of per image diagno-

is, a large quantity of medical images can be used for model training

 Kandemir and Hamprecht, 2015 ). An attention-based MIL method pre-

ented in ( Ilse et al., 2018 ) achieves promising results on cancer diag-

osis via histology image. A landmark-based deep MIL framework use

RI data ( Liu et al., 2018 ) for brain disease diagnosis. These studies

uggests that multi-instance representations leverage rich information

erived from data. In the present study, instead of using MIL for pro-

ucing the final diagnosis, we leverage multi-instance probabilities as

he medium for knowledge distillation. 

. Material and methods 

In this section, we first introduce the datasets and MRI pre-processing

ipeline used in this study ( Section 3.1 ). Then we present the proposed

ulti-modal multi-instance distillation scheme including the mathemat-

cal formulation of model ( Section 3.2 ), the network architectures of the

roposed multi-modal teacher and the MRI-based student ( Section 3.3 ),

he novel multi-instance distillation method ( Section 3.4 ), and the dis-

illation loss and implementation details ( Section 3.5 –3.6 ). 

.1. Datasets and image pre-processing 

We collected data from three public datasets, ADNI-1, ADNI-2

 Jack Jr. et al., 2008 ), and the Australian Imaging, Biomarkers and

ifestyle (AIBL) database ( Ellis et al., 2009 ) 1 . The ADNI-3 dataset was

ot used because it hadn’t release long enough follow-ups. It is worth

oting that all subjects in ADNI-2 were newly enrolled, so there are no

ubjects appeared in both ADNI datasets. Only baseline data were used

n this study. 

http://adni.loni.usc.edu
http://www.aibl.csiro.au
http://adni.loni.usc.edu/wp-content/uploads/how_to_apply/ADNI_Acknowledgement_List.pdf
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Table 1 

Demographic characteristics of the studied subjects. 

Dataset Category No. of subjects Age Range Females/Males 

ADNI- 

1 

sMCI 100 57.8–87.9 34/66 

pMCI 164 55.2–88.3 66/98 

NC 226 59.9–89.6 109/117 

AD 179 55.1–90.9 87/92 

ADNI- 

2 

sMCI 115 55.0–88.6 48/67 

pMCI 76 56.5–85.9 36/40 

NC 186 56.2–89.0 96/90 

AD 140 55.6–90.3 56/84 
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All T1-weighted images were pre-processed using FSL’s anatomical

rocessing pipeline 2 ( Jenkinson et al., 2012 ). First, all images were re-

riented to the standard space (Montreal Neurological Institute, MNI)

nd automatically cropped before bias-field correction. Next, the cor-

ected images were registered non-linearly using the MNI T1 Tem-

late (MNI152_T1_1mm) ( Grabner et al., 2006 ). Then, the skull was

tripped using the FNIRT-based approach ( Jenkinson et al., 2012 ), and

he brain-extracted images were regenerated to a standard space of size

82 × 218 × 182 . Processed images had an identical spatial resolution

 1 𝑚𝑚 × 1 𝑚𝑚 × 1 𝑚𝑚 ). To further reduce the redundant computational

ost, each image was cropped to 144 × 176 × 144 (see Fig. S4). The 3D

mages were standardized to zero mean and unit variance before feeding

nto the network. Pre-processed images were manually checked, and the

mages with insufficient stereotaxic registration and insufficient skull

tripping were excluded. 

Clinical data employed in this study consisted of 13 scalar variables:

ge, gender, ethnic category, racial category, education years, Clinical

ementia Rating Sum of Boxes (1 variable), Alzheimer’s disease assess-

ent scale (2 variables: ADAS11, ADAS13), episodic memory evalua-

ions in the Rey Auditory Verbal Learning Test (4 variables: immediate,

earning, forgetting, percent forgetting), as well as APOe4 genotyping

1 variable). All clinical data used in this study were from baseline as-

essments. The clinical data were standardized to zero mean and unit

ariance before feeding into the network. The mean and standard de-

iation on the training set were used to apply the standardization on

he validation and test set. The detailed clinical information of ADNI

ubjects was reported in Table S1 of the Supplementary Materials . 

ADNI-1: The baseline ADNI-1 dataset used in this study consisted

f 1.5T T1-weighted MRI images scanned from 669 subjects. According

o standard clinical criteria, subjects were divided into three groups:

ormal control (NC), MCI, and AD. According to whether MCI subjects

onverted to AD within 36 months, MCI subjects were further catego-

ized into: 1) sMCI (stable MCI), if diagnosis was MCI at all available

ime points (0–96 months), and had diagnosis records for at least 36

onths; 2) pMCI (progressive MCI), if diagnosis was MCI at baseline

ut the conversion to AD was reported after baseline within 3 years,

nd without a reversion to MCI or NC at any available follow-up (0–96

onths). The other MCI subjects who had the last diagnosis reported

fter baseline within 2 years, or had unstable diagnoses (reversion, or

onversion after 3 years) were not included in this study. The dataset

ontained 100 sMCI, 164 pMCI, 226 NC, and 179 CE subjects The de-

ographic information of the ADNI-1 subjects is presented in Table 1 . 

ADNI-2: The baseline ADNI-2 dataset used in this study contained 3T

1-weighted MRI images scanned from 517 subjects. The same clinical

riteria as in ADNI-1 were used to separate the subjects into 115 sMCI,

6 pMCI, 186 NC, and 140 CE subjects (see Table 1 ). 

AIBL: The AIBL dataset used in this study contained 3T T1-weighted

RI images scanned from 37 subjects, which consists of 25 sMCI and 12

MCI. The demographic characters of the AIBL subjects were presented

n Table S1 of the Supplementary Materials . 
2 http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/fsl_anat 

c  

c  

e  

i  

4 
.2. Mathematical formulation of model 

Let {( 𝑿 𝑛 , 𝒚 𝑛 )} 𝑁 𝑛 =1 be a training set containing N samples, where 𝑿 𝑛 

enotes input data from the 𝑛 𝑡ℎ subject, and 𝒚 𝑛 denotes the correspond-

ng class label (0 for sMCI, 1 for pMCI). The MCI conversion prediction

ask is formed as a classification problem, which can be formulated by

stimating conditional probabilities of the target variable 𝒚 , given the

nput data 𝑿 : 

 ( 𝒚 |𝑿 ; 𝜃) , (1)

here 𝜃 represents the parameters of the neural network. The goal is to

earn the network parameter so that the true conditional probabilities

an be approximated. 

.3. Multi-modal teacher & single-modal student 

Given the scarcity and high cost of multi-modal data, we propose

o improve an MRI-based prediction model by leveraging knowledge

istillation. The complementary knowledge provided by multi-modal

ata is extracted by a teacher network. Then knowledge distillation is

erformed between the teacher network and a student network. After

raining, the student network is expected to effectively make disease

rediction with only MRI data. Our prediction framework consists of a

ulti-modal attention network as the teacher, and an MRI-based net-

ork as the student. The details of the network architectures are given

s follows. 

.3.1. Student network 

The student network is based on ResNet ( He et al., 2016a ) using

esidual block proposed in ( He et al., 2016b ). The network consists of

ne root convolutional layer and three residual blocks ( Fig. 2 ). Fea-

ure down-sampling is achieved via strided convolutions. After three

esidual blocks, the feature map is down-sampled for 8 times. Then two

ouble attention block ( 𝐴 

2 𝑁) ( Chen et al., 2018 ) are cascaded on top

f the network to efficiently model the long-range inter-dependencies

 Burkov and Lempitsky, 2018 ). In the task of MRI-based MCI conver-

ion prediction, the long-range inter-dependencies could be the spatial

elationships between different areas of the brain. The following lay-

rs consist of a global average pooling layer, a dropout layer, and two

ully connected layers. As shown in Fig. 2 , the MRI-based student net-

ork takes a whole MRI scan as input, and aims to predict whether an

CI patient would convert to AD. Although existing MRI-based methods

ave achieved reasonable prediction results, there is still a big perfor-

ance gap between them and multi-modal methods. Next we introduce

 teacher network that uses multi-modal data. 

.3.2. Teacher network 

The teacher network utilizes an MRI feature extractor with the same

rchitecture as the student network. In addition, a clinical feature ex-

ractor and a multi-modal attention module are introduced to build

he whole teacher network, i.e., a multi-modal attention network. The

earned clinical features are utilized to guide the generation of attention

aps. Next, the learned attention maps are used to weightedly average

he visual features and generate the aggregated features. The network

rchitecture is inspired by ( You et al., 2019 ). The diagram of the teacher

etwork is shown in Fig. 3 . The detailed definitions are given as follows.

The extracted visual features 𝑰 are with spatial resolution of 𝐻 ×
 ×𝐷 and C channels. Firstly, we use two 1 × 1 ×1 convolutions to

roject the visual features to the clinical space. The projected features

re denoted as 𝑰 𝑒 ∈ ℝ 

𝐻×𝑊 ×𝐷×𝐸 , where E represents the dimension of the

linical features. Following ( Qiu et al., 2020; Spasov et al., 2019 ), the

linical data are passed through a sequence of two fully-connected lay-

rs to produce clinical features 𝑱 ∈ ℝ 

𝐸 . The multi-modal attention map

s generated by computing the cosine similarity between the projected

http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/fsl_anat
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Fig. 2. Architecture of the MRI-based student network. 

Fig. 3. Diagram of the multi-modal attention network, i.e., the teacher network. The visual features are extracted and projected to the clinical space. The learned 

clinical features and the projected visual features are used to generate the attention maps. Then the visual features are weightedly averaged using the attention maps 

to generate the aggregated features. 
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isual feature and 𝑰 𝑙 
𝑒 

and clinical feature 𝑱 at location 𝑙. 

 

𝑙 = 𝑅𝑒𝐿𝑈 

𝑰 𝒍 𝑻 𝒆 𝑱 ‖‖‖𝑰 𝒍 𝒆 
‖‖‖‖𝑱 ‖

. (2)

The attention map 𝑮 = [ 𝑔 1 , … , 𝑔 𝐻𝑊 𝐷 ] is normalized by dividing the

um of attentive values across all space locations. The normalized at-

ention map 𝑼 = [ 𝑢 1 , … , 𝑢 𝐻𝑊 𝐷 ] is used to combine visual features, i.e.,

 = 

𝐻𝑊 𝐷 ∑
𝑙=1 

𝑢 𝑙 I 𝑙 . (3)

The attention-weighted features 𝒇 are passed to two fully-connected

ayers for generating predictions. The teacher network is able to extract

he complementary information and cross-modal dependencies from

ulti-modal data for better prediction. We choose to use the multi-

odal attention network as the teacher network, because it is light-

eight and effective, and has an architecture similar to the student net-

ork. The teacher network is a combination of the student network and

he multi-modal attention module, which fuses multi-modal features and

elps the teacher network achieve promising performance. The multi-

odal attention network is designed to be similar to the student net-

ork, since the architecture difference between student and teacher net-

ork might degrade the performance of knowledge transfer ( Gou et al.,

020 ). 
5 
.4. Multi-instance knowledge distillation 

As aforementioned, the basic approach of knowledge distillation

s to enforce a student to match the teacher’s probabilistic outputs

 Hinton et al., 2015 ). However, a binary classification model’s out-

uts are not sufficiently informative to carry useful knowledge. A previ-

us study has demonstrated that directly matching output probabilities

oes not offer enough guidance to a student with two output classes

 Shen et al., 2016 ). To overcome this problem, we leverage multi-

nstance probabilities as a medium for knowledge distillation. A pre-

iction network trained in a supervised manner is expected to learn a

apping from an input MRI to an output diagnostic label. When the

etwork takes MRI patches as input, the outputs can be considered as

he disease scores, which reflect the regional severities of the disease.

he disease scores contain the information of how the network encodes

he local regions. 

Here, we employ patch-level disease scores to perform knowledge

istillation. Specifically, we first partition the MRI into 𝑀 = 𝑁 ×𝑁 ×𝑁
atches of size 𝑥 × 𝑦 × 𝑧 , where x, y and z are the coronal, sagittal, and

xial sizes of the patches, respectively. The patches partitioned from

he image 𝑋 make the individual instances in a bag. A network gen-

rates a disease score 𝜈 ranging from 0 to 1 for each MRI patch ( i.e.,

nstance). Then, softmax function is applied over a bag of disease scores

 𝜈1 , 𝜈2 , … , 𝜈𝑀 ) to produce the probabilistic estimates of multi-instances.

he probability of instance m of image 𝑋 given by the student and
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eacher are computed as: 

 

𝑚 
𝑆 
= 

𝑒𝑥𝑝 ( 𝜈𝑚 
𝑆 
) 

∑𝑀 

𝑚 =1 𝑒𝑥𝑝 ( 𝜈
𝑚 
𝑆 
) 
, 𝑝 𝑚 

𝑇 
= 

𝑒𝑥𝑝 ( 𝜈𝑚 
𝑇 
) 

∑𝑀 

𝑚 =1 𝑒𝑥𝑝 ( 𝜈
𝑚 
𝑇 
) 
, (4)

here 𝑝 𝑚 
𝑆 

denotes the student’s prediction, while 𝑝 𝑚 
𝑇 

denotes the

eacher’s prediction. A bag of disease scores represent the disease-

elated status distributed across the brain. With softmax activation, the

ulti-instance probabilities can convey useful information about the re-

ationship between patches. When enforcing the student to mimic the

eacher’s probabilistic estimates of multi-instances, the teacher guides

he student to better localize and grasp the disease-related information

ithin MRI data. Intuitively, the proposed distillation method works

ike data augmentation, while the targets of patches are provided by a

eacher rather than the human-annotated ground truth. 

.5. Knowledge transfer and overall loss function 

In our framework, the teacher’s knowledge is encoded in the form

f probabilities of multi-instances. We transfer the knowledge by min-

mizing the KL divergence between the two networks’ probabilistic es-

imates of multi-instances, 𝒑 𝑇 and 𝒑 𝑆 . The knowledge distillation (KD)

oss is defined as follows: 

 𝐾𝐷 = 𝐷 𝐾𝐿 ( 𝒑 𝑇 ‖𝒑 𝑆 ) = 

𝑁 ∑
𝑖 =1 

𝑀 ∑
𝑚 =1 

𝑝 𝑚 
𝑇 
log 

𝑝 𝑚 
𝑇 

𝑝 𝑚 
𝑆 

. (5)

In addition, a binary cross-entropy (BCE) loss is computed using the

hole MRI as input and the corresponding conversion label as the target:

 𝐵𝐶𝐸 = − 

1 
𝑁 

𝑁 ∑
𝑛 =1 

𝒚 𝑛 ⋅ log 𝑝 ( ̂𝒚 𝑛 |𝑿 𝑛 ; 𝜃) + 

1 − 𝒚 𝑛 ) ⋅ log (1 − 𝑝 ( ̂𝒚 𝑛 |𝑿 𝑛 ; 𝜃)) , 
(6) 

here 𝜃 represents the parameters of the neural network, �̂� 𝑛 represents

he estimated target. 

Then, the total loss for training the student network is defined as a

ummary of the BCE-loss and the KD-loss weighted by hyperparameter

: 

 =  𝐵𝐶𝐸 + 𝛼 𝐾𝐷 . (7)

During the initial training process, the probability estimates of multi-

nstances of student are handicapped, since the student hasn’t built a

obust mapping from the input to the output. The distillation loss may

ot be very useful or even be counterproductive ( Anil et al., 2018 ). Thus,

e adopt the gradually increased supervision from the teacher network

y changing 𝛼 in Eq. 7 , 

𝑡 = 

1 
2 
𝛼(1 + cos ( 

𝑇 𝑐𝑢𝑟 

𝑇 𝑚𝑎𝑥 
𝜋 + 𝜋)) , (8)

here 𝑇 𝑐𝑢𝑟 denotes the current number of epochs, and the 𝑇 max denotes

he max training epochs. The subscript t means changing with time. By

oing this, the student network could gradually receive guidance from

he teacher network. 

In addition to training the teacher and student sequentially, we in-

estigate the Deep Mutual Learning (DML) ( Zhang et al., 2018 ) setting

here the teacher and the student learn collaboratively and teach each

ther throughout the training process. Mutually matching the probabil-

ty estimates can increase each network’s posterior entropy, and help

hem achieve better generalization ( Zhang et al., 2018 ). With deep mu-

ual learning, multi-modal knowledge is expected to be thoroughly ex-

loited by the student network. 

.6. Implementation details 

In the student network, the visual feature maps ( 𝑰 ∈ ℝ 

18×22×18×128 )

ere processed with global average pooling to produce 128-dimensional

eatures. The teacher network generated the 128-dimensional features

ith attention weighted combining. The next two fully-connected (FC)
6 
ayers had 128 and 16 units, respectively. The output layer had one

nit for binary classification. Dropout with rate 0.4 was activated for

he first FC layer. We used ELU ( Clevert et al., 2016 ) activation for the

C layers, and Sigmoid activation for the output layer to generate dis-

ase scores. We evenly divided each MRI image into 8 non-overlapping

atches of size 72 × 88 × 72 . Note that the patch size of each axis was set

s multiples of 8 to ensure that no border pixel was discarded during

he convolution process. 

Our models were implemented with PyTorch ( https://pytorch.org/ ).

n addition, we defined our model in mixed-precision using the NVIDIA

PEX library ( https://github.com/NVIDIA/apex ) to reduce the GPU

emory. We used the batch size of 16 samples. Each mini-batch con-

isted of balanced samples of each category. In order to obtain more

eliable gradient estimates, we aggregated the gradients for a total of

 mini-batches before performing a training step. We used the ADAM

ptimizer ( Kingma and Ba, 2015 ) to perform the update steps for all

xperiments. The learning rate was set as 2e-4. A constant learning rate

as used since we did not found much improvement with learning rate

ecay. The training of an independent student or teacher took 30 or

0 epochs, respectively. The training of a student using KD-loss took 30

pochs with 𝛼 = 20 . In addition, the training under the DML setting took

0 epochs with 𝛼 = 150 . 
Random flipping along the coronal axis and Gaussian noise are used

or data augmentation. In addition, we use mixup ( Zhang et al., 2017 )

o generate convex combinations of pairs of examples and their labels

or training the networks. Considering the small amounts of MCI sub-

ects, we use AD and NC subjects as auxiliary data during the training

rocess. Previous studies have shown the prediction of MCI conversion

an be improved by the auxiliary knowledge learned from AD and NC

 Lian et al., 2018; Moradi et al., 2015 ). We combine AD and pMCI as the

ositive group, since pMCI has similar atrophy patterns as AD. Mean-

hile, the NC and sMCI subjects are combined as the negative group, as

MCI has less disease-related anomalous. With the help of mixup gen-

rating convex combinations of pairs of examples and their labels, the

etwork is regularized with better generalizability to differentiate pMCI

rom sMCI. Note that the AD and NC subject are only used in the training

rocess, both the validation and test set consist of only MCI subjects. 

. Experiments and analysis 

In this section, we first present the experimental settings and results.

ext, we investigate the influences of the number of image patches,

nd the cumulative strategy of the KD-loss on prediction performance.

inally, we present the visual interpretation analysis. 

.1. Experimental settings 

The proposed distillation approach was compared with similarity

reserving (SP) ( Tung and Mori, 2019 ) and attention transfer (AT)

 Zagoruyko and Komodakis, 2017 ). SP losses were computed using the

eatures of the first FC layer, since we found the losses computed us-

ng the feature maps of the last convolution layer performed poorly. AT

osses were computed using the feature maps of the ResNet and each of

he two 𝐴 

2 𝑁-blocks. We set the weight of the distillation loss for atten-

ion transfer as 𝛽𝐴𝑇 = 1000 , and for similarity-preserving as 𝛽𝑆𝑃 = 100 ,
espectively. Specifically, both SP and AT losses were computed with

he features generated using whole MRI images as input. All the meth-

ds used the same auxiliary samples and the same data augmentation

rocedure. 

We used four metrics to evaluate the prediction performance: ac-

uracy (ACC), sensitivity (SEN), specificity (SPE), and area under re-

eiver operating characteristic curve (AUC). Before defining these met-

ics, we use TP, TN, FP, and FN to denote the true positive, true

egative, false positive, and false negative values, respectively. Then

e get ACC = (TP+TN)/(TP+TN+FP+FN), SEN = TP/(FN+TP), and

PE = TN/(TN+FP). The AUC is computed based on all possible pairs

https://pytorch.org/
https://github.com/NVIDIA/apex


H. Guan, C. Wang and D. Tao NeuroImage 244 (2021) 118586 

Table 2 

Results of MCI conversion prediction on the ADNI-2 dataset. 

Method Student AT SP 

M3ID M3ID + DML Clinical 

Teacher (Ours) (Ours) SVM 

AUC 0.822 ∗ † 0.838 ∗ † 0.844 ∗ † 0.856 ∗ 0.871 0.903 0.912 

(std.) (0.004) (0.002) (0.002) (0.006) (0.004) (0.002) (0.002) 

ACC 0.752 ∗ † 0.764 ∗ † 0.772 ∗ 0.780 ∗ 0.800 0.821 0.832 

(std.) (0.027) (0.012) (0.015) (0.008) (0.016) (0.008) (0.017) 

SEN 0.766 0.737 ∗ 0.774 0.745 ∗ 0.784 0.805 0.829 

(std.) (0.031) (0.030) (0.025) (0.034) (0.007) (0.052) (0.021) 

SPE 0.743 ∗ † 0.783 ∗ 0.770 ∗ † 0.804 0.810 0.831 0.835 

(std.) (0.057) (0.014) (0.013) (0.033) (0.028) (0.038) (0.017) 

The best result is bolded and the second best is underlined. AT: attention transfer 

( Zagoruyko and Komodakis, 2017 ). SP: similarity preserving ( Tung and Mori, 2019 ). 

Clinical SVM: a SVM classifier trained with clinical data. ∗ : significantly different from 

the results with M3ID+DML ( t -test, p < 0.05). †: significantly different from the results 

with M3ID ( t -test, p < 0.05). 
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f SEN and 1-SPE, which are obtained by changing the thresholds per-

ormed on the prediction probabilities. AUC is a better metric than ac-

uracy in imbalanced datasets and real-world applications, especially

n clinical practice ( Bekkar et al., 2013; Hajian-Tilaki, 2013; Huang and

ing, 2005 ). We compared the results across different methods with two-

ample t -test, using the one-tailed distribution. 

We first evaluated the models’ prediction performance on the ADNI-2

ataset. The models were trained with MCI data in ADNI-1 and the auxil-

ary AD/NC data ( Section 4.2 ). Then, we exchanged the training and test

ataset, and performed evaluations on the ADNI-1 dataset ( Section 4.3 ).

ext, we conducted experiments to study the influences of the number

f image patches ( Section 4.4 ), and the effectiveness of the cumulative

trategy of the KD-loss ( Section 4.5 ). In the above experiments, 10% of

he training MCI samples were randomly selected for held-out valida-

ion. The model with the highest AUC value on the hold-out validation

ataset was saved for evaluation. 

.2. Results of MCI conversion prediction 

Table 2 compares the prediction results obtained by the student net-

ork, teacher network, and the students trained with various knowl-

dge distillation methods. The models were evaluated on MCI subjects

f ADNI-2 dataset. The results evaluated on AIBL were shown in Ta-

le S5 in the Supplementary Materials . We reported means and standard

eviations of the results over the five model runs. The proposed M3ID

ethod was used in two settings: 1) the teacher and student networks

ere trained sequentially (M3ID in Table 2 ); 2) the teacher and stu-

ent networks were trained simultaneously with DML (M3ID+DML in

able 2 ). 

As shown in Table 2 , the multi-modal teacher network achieved the

ighest prediction AUC, suggesting the effectiveness of complementary

nformation provided by multi-modal data. We also trained a SVM clas-

ifier with the clinical data, which consisted of 13 scalars. The SVM clas-

ifier achieved an AUC of 0.903, which was much higher than the MRI-

ased student network. The high prediction performance using clinical

ata suggests the superior predictive value of clinical data over MRI

ata. On the other hand, this implies the demand of reducing the per-

ormance gap between using multi-modal data and single-modal MRI

ata, since the gathering of clinical data requires much human efforts

nd costs. 

In Table 2 , all knowledge distillation methods improved the MRI-

ased student network’s prediction performance. Knowledge transferred

rom the multi-modal attention network helped the student network

rasp more informative features. Compared with other distillation meth-

ds, our M3ID approach improved the student’s prediction AUC by 1.8%

han using AT, by 1.2% than using SP. This demonstrates the effec-

iveness of the proposed method for multi-modal knowledge transfer-

ing. When training the student in DML setting, the AUC was further
7 
mproved to 0.871. This suggests that DML helps the student to bet-

er exploit the multi-modal knowledge during the training process, and

eneralize better to test data. 

As we have discussed that the binary class outputs of a teacher net-

ork are not sufficiently informative to teach a student. We validated

his by experiments. The results were presented in Table S3 and Table S4

f the Supplementary Materials . Compared with our method, the vanilla

D using the whole image as a single patch achieved poorer results. We

lso conducted additional experiments using SP under the DML setting.

he results in Table S7 show that our method achieved better results. 

.3. Influence of data partition 

In the above experiments, we evaluated different methods on the

aseline ADNI-2 dataset. To study the generalization of the proposed

ramework, we evaluated the models’ prediction performance on base-

ine ADNI-1 dataset (trained with MCI in ADNI-2 and additional

D/NC). The prediction results were reported in Table 3 . The results

valuated on AIBL were shown in Table S6 in the Supplementary Materi-

ls . We reported means and standard deviations of the results over the

ve model runs. 

The multi-modal teacher network again achieved the highest pre-

iction AUC. The student trained with only data supervision ( i.e., con-

ersion labels) achieved an AUC of 0.777. With various multi-modal

nowledge distillation methods, the student network’s prediction AUC

as increased by 1.1% to 3.1%, respectively. Our proposed distillation

ethod again brought bigger AUC increases to the student network than

he other methods. The student trained in DML setting achieved a higher

rediction performance compared with the student trained with tradi-

ional setting of distillation. Although the AT and SP produced higher ac-

uracy and sensitivity values, our methods achieved better AUC scores,

hich were of great importance in clinic and imbalanced datasets. The

esults in Table 3 demonstrates the generalizability of the proposed

ramework. 

By comparing the results in Table 2 and Table 3 , it can be seen that

he prediction performance on the ADNI-2 are better than the prediction

erformance on the ADNI-1. There might be two possible reasons: one is

he insufficient training sample size, since there are more MCI samples

n ADNI-1 than those in ADNI-2 (264 scans vs. 191 scans); the other is

hat the MCI subjects of these two datasets have different disease sta-

uses (see Table S1 and Table S2 in the Supplementary Materials ), and

he dataset itself could be the bottleneck of performance improvement.

eanwhile, our setting of using two independent dataset is closer to the

eal-world clinic situation, because a large existing dataset can be used

or training models to be evaluated on newly enrolled patients. 



H. Guan, C. Wang and D. Tao NeuroImage 244 (2021) 118586 

Table 3 

Results of MCI conversion prediction on the ADNI-1 dataset. 

Method Student AT SP 

M3ID M3ID + DML Clinical 

Teacher (Ours) (Ours) SVM 

AUC 0.777 ∗ † 0.788 ∗ † 0.794 ∗ † 0.805 ∗ 0.808 0.821 0.854 

(std.) (0.003) (0.002) (0.003) (0.002) (0.002) (0.003) (0.008) 

ACC 0.722 ∗ † 0.742 0.736 0.733 0.741 0.753 0.776 

(std.) (0.008) (0.015) (0.014) (0.007) (0.020) (0.009) (0.022) 

SEN 0.710 † 0.778 0.754 0.730 0.738 0.728 0.760 

(std.) (0.007) (0.054) (0.021) (0.022) (0.034) (0.050) (0.042) 

SPE 0.744 0.682 ∗ † 0.706 ∗ † 0.738 0.746 0.786 0.804 

(std.) (0.022) (0.049) (0.021) (0.029) (0.019) (0.044) (0.047) 

The best result is bolded and the second best is underlined. AT: attention transfer 

( Zagoruyko and Komodakis, 2017 ). SP: similarity preserving ( Tung and Mori, 2019 ). 

Clinical SVM: a SVM classifier trained with clinical data. ∗ : significantly different from 

the results with M3ID+DML ( t -test, p < 0.05). †: significantly different from the results 

with M3ID ( t -test, p < 0.05). 

Fig. 4. Influence of the number of image patches on the performance. 
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.4. Influence of the number of image patches 

In the above experiments, we adopted a fixed number of patches ( i.e.,

 × 2 × 2 ) with size of 72 × 88 × 72 for our proposed distillation method.

e then explored the influence of the number of patches on the perfor-

ance of knowledge distillation. Along each axis, we divided the whole

mage into 3 and 4 equal parts, producing 27 and 64 patches, respec-

ively. Likewise, the patch size of each axis was multiples of 8 to en-

ure that no border pixel was discarded during the convolution process.

hen dividing an MRI into 27 patches, each patch is of size 48 × 64 × 48 .
hen dividing an MRI into 64 patches, each patch is of size 40 × 48 × 40 .
Fig. 4 shows the AUC values of MCI conversion prediction on the

DNI-2 dataset. The best results were obtained by using 8 patches ( i.e.,

 × 2 × 2 ). When increasing the number of patches, the corresponding

atch size decreases. Fig. 4 suggests that the patches with much smaller

izes than the whole image are not suitable for transferring knowledge,

ince the structural information might be lost during the network’s map-

ing process. In addition, using a large number of patches significantly
t  

8 
ncrease the computational burden, which limits the proposed method’s

ractical applications. 

.5. Influence of the cumulative strategy of the KD-loss 

In this group of experiments, we investigated the influence of dif-

erent cumulative strategies of the KD-loss on the performance. The

rediction results on the ADNI-2 dataset were reported in Table 4 : in-

reasing the hyperparameter 𝛼 from zero following the cosine function

 Eq. 8 ) consistently brought performance improvements; the prediction

erformance with a constant 𝛼 was comparatively poor. This suggests

hat the student network could learn better by gradually receiving more

uidance from the teacher network. At the initial stage of training, a

igh knowledge distillation loss might hamper the accurate learning of

 student ( Anil et al., 2018 ). We conducted additional experiments with

he linear cumulative strategy ( 𝛼𝑡 = 𝛼 × (1∕ 𝑇 max ) ∗ 𝑇 𝑐𝑢𝑟 ), and provided

esults in Table 4 for comparison. The linear function also worked and

roduced comparable results. This suggests the effectiveness of our dis-

illation method. The AUCs using cosine function ( Eq. 8 ) are slightly
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Table 4 

Influence of the cumulative strategy of the KD-loss on the performance. 

Strategy 

Constant 𝛼 Linear 𝛼 Cosine 𝛼

M3ID M3ID + DML M3ID M3ID + DML M3ID M3ID + DML 

AUC 0.824 0.845 0.850 0.861 0.856 0.871 

ACC 0.759 0.754 0.770 0.801 0.791 0.796 

SEN 0.697 0.803 0.776 0.776 0.711 0.789 

SPE 0.800 0.722 0.765 0.817 0.843 0.800 

The best result is bolded and the second best is underlined. 
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l  
igher than those using linear function. We conjecture this could re-

ult from the growth trend of the cosine function: starts with a smaller

alue when the network is handicapped; produces a higher value as the

etwork getting robust. 

To better understand the influence of 𝛼𝑡 , we provided change curves

f the total loss, the KD-loss and the 𝛼𝑡 -weighted KD-loss during the

raining processes in Fig. S1. In addition, we presented the performance

ith different 𝛼𝑡 in Fig. S2 of the Supplementary Materials . 

.6. Visual interpretation analysis 

In this group of experiments, we visualized the multi-modal atten-

ion maps and the patch scores for further analysis. Fig. 5 shows the

ulti-modal attention maps generated by the teacher network. In Fig. 5 ,

he hippocampus, ventricle, temporal and parietal lobe are highlighted.

hese areas have been previously reported in studies concerning the

rain atrophy in AD ( Weiner et al., 2012 ). This suggests that the multi-

odal attention helps the teacher network to extract features from the

iscriminative areas. 

The multi-instance probabilities are encoded to represent the compli-

ated atrophy distributions of brains. With the multi-instance probabili-

ies as extra guidance, the teacher network teaches the student network

o reweight patches across the brain. Then the student has a better ca-

acity of discriminative feature extraction and localization, which can

e demonstrated in the visualizations of patch scores. Fig. 6 visualizes

he patch scores generated by the student network after distillation. For

MCI cases, the non-overlapping patches have different scores, and the

atches near temporal lobe and hippocampus have higher scores. The

isease-related areas like hippocampus and amygdala are located in the

nner region of the temporal lobe. This demonstrates the model’s ca-

acity of discriminative feature extraction and localization. For sMCI

ubjects, patch scores are relatively low, and the highlighted areas are

round the lateral ventricle. The visualization suggests that the network

ssesses regional severities of the diseases in MRI, and leverages the

atch relationships for prediction. 

In addition, Fig. 5 and Fig. 6 show that the individual cases and the

verage results are largely overlapped. This suggests that the network

an focus on the disease-related areas. By comparing Fig. 5 and Fig. 6 , we

an see that the teacher’s attention covers more areas than the student

ighlights. This could result from the multi-modal data providing com-

lementary information. The teacher network uses an additional atten-

ion module to model the multi-modal correlations, for example, those

etween image and cognition. Thus the teacher network can captures

ore subtle patterns such as the structural changes of sulci (highlighted

order areas of brains in Fig. 5 ), which are affected by AD and correlated

o cognition ( Bertoux et al., 2019 ). Although the guidance from teacher

elps the student to focus more on the disease-related areas, some subtle

atterns might be overly difficult for a student with less parameters and

ccess to only MRI data. 

We compared the heat-maps generated by a student network trained

ithout knowledge distillation (KD) and with KD in Fig. 7 . The visual-

zation results suggest that multi-instance knowledge distillation helps

he network to reweight the importance of each patch, and focus on the

isease-related areas. Then the student has a better capacity of discrim-
9 
native feature extraction and localization, and achieves better perfor-

ance (see Table 2 and Table 3 ). We presented additional figures in

he Supplementary Materials to further illustrate the effectiveness of our

istillation method: Fig. S3 shows that the teacher’s multi-instance prob-

bilities reveals the patch relationships; Fig. S5 visualizes the slices best

howing the highlighted areas of sMCI. With our multi-instance distilla-

ion scheme, the network is capable of providing visual interpretations,

hich could be useful for medical decision makings. 

. Discussion 

In this study, we present a novel knowledge distillation method for

CI conversion prediction. The multi-modal knowledge is transferred

rom a teacher network to a student network that only has access to

RI data. With the multi-modal knowledge as the extra supervision, the

rediction performance of the MRI-based student network is effectively

mproved. 

.1. Comparison with previous works 

In Table 5 , we briefly summarized several state-of-the-art results

n MCI conversion prediction using the ADNI dataset. We listed these

ethod’s results achieved with only MRI data, and the results using

ulti-modal data. The direct comparison may be affected because of

he different number of subjects and the image pre-processing step used

n these studies. Most previous studies (as shown in Table 5 ) used 36

onths as the decision threshold between sMCI and pMCI. For a fair

omparison, we also adopted 36 months to categorize sMCI and pMCI.

ompared with the MRI-based prediction methods, our framework sig-

ificantly increased the MRI-based prediction model’s performance (see

able 5 ). Some previous studies’ results ( Moradi et al., 2015; Spasov

t al., 2019 ) using a combination of clinical data and MRI were much

etter than the performance achieved with only MRI data. Although

his suggests the predictive values of clinical data, the disadvantages

re obvious: the extra clinical data are necessary, and the highly acces-

ible MRI data only play an auxiliary role. Our framework reduces the

erformance gap between using multi-modal data and using only MRI.

hus, our framework has promising potential application. Further, our

xperiments were conducted in a strict setting. The prediction model

as trained and evaluated on three datasets (ADNI-1, ADNI-2, AIBL).

ith the more challenging evaluation protocol, the effectiveness of the

roposed framework was ensured. 

Many previous studies leverage the neurological expertise to de-

ne disease-related regions-of-interests (ROI), and extract features from

hese ROIs or nearby image patches for building diagnosis and pre-

iction models ( Bron et al., 2015; Eskildsen et al., 2013; Lian et al.,

018; Liu et al., 2018; Moradi et al., 2015 ). These studies demonstrate

hat the local image patches convey disease-related information, and

he ROI priors are useful for better feature extraction. This is similar to

ur scheme that estimates probabilities of multi-instances. In our pro-

osed scheme, the multi-instance probabilities are encoded to represent

he complicated atrophy distributions. In conventional multi-instance

earning ( Amores, 2013 ), a bag is represented by the most discrimina-

ive instance or the average output of all the instances in the bag. By

oing this, the distribution of atrophy patterns might be lost. In con-

rast, our method does not directly use multi-instance representations

r outputs for classification, but considers the probability distribution

f multi-instances as the extra supervision. With a better capacity of rep-

esenting the complicated and distributed atrophy patterns, the multi-

nstance probabilities implicitly guide the student network to reweight

he patches across a brain and achieve better performance. In addition,

he multi-instance prediction models in ( Lian et al., 2018; Liu et al.,

018 ) require pre-defined landmarks for building an extra location pro-

osal module, then perform feature extraction according to the proposed

ocations. In contrast, we use evenly partitioned image patches as input
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Fig. 5. Visualization of multi-modal attention maps. The attention maps are upscaled to the same size as the input MRI image, and overlayed onto the MRI image. 

The columns denote the views in three anatomical planes. The average results are computed using all correctly predicted test cases. 
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Fig. 6. Visualization of patch scores of pMCI and sMCI subjects. Panel (a) and (c): 8 non-overlapping patches evenly divided from a whole MRI; panel (b) and (d): 

patches extracted with a sliding window running across the whole MRI. All of the patches are of size 72 × 88 ×72. The average results are computed using all correctly 

predicted test cases. 

Fig. 7. Visualization of patch scores generated without and with distillation. The student trained with distillation loss focus more on hippocampus and amygdala, 

while the vanilla student highlights diffuse areas across the brain. The 8 non-overlapping patches (of size 72 × 88 ×72) are evenly divided from a whole MRI. The 

average results are computed using all correctly predicted test cases. 

Table 5 

A summary of MRI-based studies for predicting MCI-to-AD conversion using the ADNI dataset. 

Study 

Number 

of 

pMCI/sMCI 
Method 

Conversion 

time 

AUC (MRI) AUC (MRI + ) 

ADNI-1 ADNI-2 ADNI-1 ADNI-2 

Moradi et al. (2015) 164/100 Gray matter density map + low density separation 36 months 0.766 - 0.903 ( + age & clinical data) - 

Liu et al. (2016) 117/117 Gray matter density map + Ensemble SVM 24 months 0.834 - - - 

Liu et al. (2018) 205/465 MRI patches + CNN 36 months - 0.776 - - 

Lian et al. (2018) 205/465 MRI patches + CNN 36 months - 0.781 - - 

Lin et al. (2018) 169/139 MRI patches + CNN + PCA + Lasso + ELM 36 months 0.829 - 0.861 ( + age) - 

Spasov et al. (2019) 181/228 Whole brain MRI + CNN 36 months 0.790 - 0.925 ( + age & clinical data) - 

Pan et al. (2020) 192/502 Whole brain MRI + CNN with Fisher representation 36 months - 0.818 - 0.839 ( + PET) 

Ours 240/215 Whole brain MRI + CNN 36 months 0.808 0.871 0.854 0.912 

( + age & clinical data) 

“CNN ” refers to convolution neural network; “MRI+ ” refers to using multi-modal data in addition to MRI. “ADNI-1 ” and “ADNI-2 ” refer the corresponding evaluation 

datasets. 
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o  
ithout the need of the localization processes or landmarks. Therefore,

ur deep learning framework is more annotation-efficient. 

Compared with the vanilla distillation method ( Hinton et al., 2015 )

hat enforces the matching of class probabilities, our method enforce

 matching of the probability estimates of multi-instances. The ad-

itional experiments demonstrate our method’s advantage over the

anilla distillation method ( Hinton et al., 2015 ) (Table S3 and Table

4) in the Supplementary Materials . Compared with the representation-
11 
ased distillation methods (including SP ( Tung and Mori, 2019 ) and AT

 Zagoruyko and Komodakis, 2017 )) that encourage a student to mimic

 teacher’s representation space in different aspects, our method aims

o match the probabilities of the output space. Considering the student

etwork and the teacher network building with different inductive bi-

ses, their solution paths of expressing the representation space could

e different. In addition, large gaps may exist between different sources

f data, and lead to various responses in the intermediate layers. In the
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bove situations, mimicking of representation space may not convey ac-

urate knowledge. However, the differences in the representation space

o not prevent the teacher and the student from independently making

he right predictions. The experiments also demonstrate our method’s

uperiority over the representation-based methods. 

Our method lies between the probability-based method and

epresentation-based distillation method: we use the multi-instance

robabilities in the output space; the multi-instances probabilities work

ike a kind of representation rather than directly produce prediction out-

uts. In addition, our method could also be counted as multi-task learn-

ng: the student network is trained with the data supervision and the

xtra supervision distilled from the teacher network. Different from the

onventional multi-task learning that uses clinical data as additional tar-

ets, we use the multi-modal teacher network’s predictions as the addi-

ional targets. We provide additional experimental analysis with respect

o the effectiveness of temperature scaling and 𝐴 

2 𝑁-block in the Sup-

lementary Materials . The results in Table S8 show that the temperature

caling brought no performance improvement. The prediction perfor-

ance (see Table S9) using the network without 𝐴 

2 𝑁-block is poor,

nd our method still outperforms the other distillation methods. 

.2. Limitations and future work 

Although the proposed framework has achieved competitive results

or MRI-based conversion prediction, there is still room for improve-

ent. Firstly, considering the medical data of high costs are used only

uring the training process, all available modalities of data can be

everaged to improve the current framework. For example, functional

maging, FDG-PET, and CSF data are useful for disease diagnosis and

iomarker discovery ( Ding et al., 2019; Li et al., 2019; Wang et al.,

020; 2019 ). We could further the study by using all available imag-

ng and non-imaging clinical data for optimized knowledge extraction

nd distillation. Secondly, our teacher network only utilized the patients

ith complete multi-modal data. The patients missing some modalities

f data were excluded. While in practice, modalities missing of med-

cal data is usual due to the cost, data quality, and patient dropouts.

herefore, combining the methods of effectively utilizing incomplete

ulti-modal data into the proposed framework would be a promising

irection. Thirdly, we processed the 3D patches without leveraging their

ocation information, which could be another source of supervision. Ex-

licitly using location information of these patches might further im-

rove the model’s ability for feature extraction. Finally, although we

valuated our frameworks on three datasets, further experiments in a

arger population are needed to evaluate and improve the framework. 

. Conclusion 

In this study, we developed a multi-modal multi-instance distillation

M3ID) method for MRI-based MCI conversion prediction. We enforced

n MRI-based student network to mimic a multi-modal teacher’s proba-

ility estimates for 3D patches, and guide the student network to better

odel the subtle features in MRI. The proposed framework was evalu-

ted on three public datasets. The experimental results shows that our

3ID approach effectively improved the prediction performance of the

RI-based student model. Our proposed framework enables better dis-

ase prediction using less medical examinations. 
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